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Abstract. We study two questions in the theory of timed automata
concerning timed language inclusion of real-time programs modeled as
timed pushdown automata in real-time specifications with just one clock.
We show that if the specification B is modeled as a timed automaton
with one clock, then the language inclusion problem L(A) ⊆ L(B) for a
timed pushdown automaton A is decidable. On the other hand, we show
that the universality problem of timed visibly pushdown automata with
only one clock is undecidable. Thus there is no algorithm to check lan-
guage inclusion of real-time programs for specifications given by visibly
pushdown specifications with just one clock.

1 Introduction

Timed automata [4] are a standard modeling formalism for real-time systems.
Alur and Dill [4] showed the untimed reachability problem for timed automata
is decidable. However, the universality problem (whether all timed traces are
accepted) is undecidable, and therefore the timed language inclusion problem
(whether all finite timed traces accepted by A are also accepted by B) is also
undecidable. These bounds were recently tightened. The timed language inclu-
sion problem L(A) ⊆ L(B) for timed automata A and B is decidable if B has
at most one clock [13], while the proof of [4] shows two clocks are sufficient for
the universality problem to become undecidable. On the other hand, over infi-
nite timed words, one clock is enough to make the language inclusion problem
undecidable [2].

When verifying real-time software, the basic model of timed automata must
be augmented by a program stack to model procedure calls. In this case, the
model is a timed pushdown automaton: a timed automaton augmented with
a stack. Untimed reachability is decidable for timed pushdown automata [8],
in fact, the binary reachability relation for timed pushdown automata is also
decidable [9]. Since the timed language inclusion problem L(A) ⊆ L(B) is un-
decidable for timed automata if B has more than one clock, one remaining
open question is when A is a timed pushdown automaton and B is a timed
automaton that has exactly one clock (if B has no clocks, then the question
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is decidable by a reduction to reachability, using closure properties of finite
automata). We show that this problem is decidable, by extending the proof
of [13]. The question is not just of theoretical interest. Many network pro-
tocol specifications can be modeled as timed automata with just one clock,
and their software implementations are usually modeled as timed pushdown
automata [12].

The main technical content of our proof is a generic decidability result for well-
structured infinite software systems that is of independent interest in software
verification. A large class of infinite state systems have been shown decidable
using well quasi-ordering relations on the state space [1, 3, 10]. However, these
formalisms are not immediately applicable to software verification, where a pro-
gram is organized into procedures with possibly recursive calls. For software with
a finite data state space, the standard technique to compute the set of reach-
able states is context free reachability [14, 7]. Our result unifies the two worlds
by providing a context free reachability algorithm for infinite data state spaces,
whose termination is proved using well quasi-ordering relations of [1, 10].

What if we extend the expressive power of the specification formalism be-
yond timed automata? The universality (and so language inclusion) problem for
timed pushdown automata is undecidable, since the corresponding problems are
already undecidable for (untimed) pushdown automata. We must therefore con-
tend ourselves with formalisms of lesser expressive power. One such candidate
is visibly pushdown automata [6] —where the stack pushes and pops are deter-
mined explicitly by the input alphabet. (Untimed) visibly pushdown automata
are already sufficient to specify many interesting properties of software systems
[6, 5]. Moreover, they have the nice decidability properties akin to regular lan-
guages: for example, universality and language inclusion problems are decidable
for (untimed) visibly pushdown automata, and one can hope for similar decid-
ability results in the timed case. We therefore study the universality problem
for timed visibly pushdown automata with one clock. Unfortunately, we exhibit
that this problem (and hence the language inclusion problem even when there
is exactly one clock) is undecidable, thus precluding algorithmic solutions to the
problem.

Our undecidability result encodes the operation of two counter machines using
a timed visibly pushdown automaton with exactly one clock. We cannot directly
apply the undecidability proof for the universality of pushdown automata, since
the standard proof [11] is not visibly pushdown (indeed, universality is decidable
for visibly pushdown automata). Instead, we represent a configuration of a two
counter machine using two “identical” copies, one with the pop alphabet of the
visibly pushdown automaton, and the other with the push alphabet, and use the
single clock to make sure that the two copies are identical.

Thus, our results show that model checking real-time software modeled as
timed pushdown automata against real time specifications with one clock and
no stack remains decidable, however, the problem becomes undecidable as soon
as the specification formalism is allowed a visibly pushdown stack.
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2 Timed Pushdown Automata

Given an alphabet Σ, a timed word (σ, τ) ∈ Σ∗ × R
∗ of length n is a word

σ = σ1σ2 . . . σn paired with a time sequence τ = τ1τ2 . . . τn such that τ is
monotonically increasing. A timed language is a set of timed words.

Let C be a set of clock variables. A clock constraint φ is defined inductively
by

φ := x ≤ c | c ≤ x | ¬φ | φ1 ∧ φ2

where x ∈ C and c ∈ Q. Φ(C) is the set of all clock constraints over C. For a set
of clocks C, a clock valuation is a function ν : C → R which describes the values
of each clock c ∈ C at an instant. A clock constraint φ ∈ Φ(C) is satisfied by the
clock valuation ν (written ν � φ) if [ν(c)/c]c∈Cφ is true. Given a set of clocks λ
and a clock valuation ν, let ν ↓ λ be defined as

(ν ↓ λ)(c) =
{

0 when c ∈ λ
ν(c) otherwise

Given a clock valuation ν and a time t ∈ R define (ν + t)(c) = ν(c) + t.
A timed pushdown automaton (TPDA) is a tuple M = (Σ̃, Γ, Q, S, F, C, δ),

where Σ̃ is a finite alphabet of input symbols, Γ is finite stack alphabet (we
write Γε = Γ ∪{ε} where ε is a fresh symbol not in Γ ), Q is a finite set of states,
S ⊆ Q is a set of start states, F ⊆ Q is a set of final states, C is a finite set of
real-valued clocks, and δ ⊆ (Q × Σ × Γε × Φ(C) × Q × Γε × 2C) is a discrete
transition relation.

A transition (q, a, γ, φ, q′, γ′, λ) ∈ δ is taken if the current location is q, the
input symbol is a, the stack is popped and the popped symbol is γ (if γ = ε,
then the stack is not popped), and the current valuation ν satisfies φ, and then
the new location is q′, the symbol γ′ is pushed on the stack (if γ′ = ε, then
no symbol is pushed) and the new clock valuation is ν′ = ν ↓ λ. Given a
timed word (σ, τ) of length n, a run of a TPDA M on (σ, τ) is a sequence
(q1, ν1, γ1), (q2, ν2, γ2), . . . , (qn+1, νn+1, γn+1) ∈ (Q × (C → R) × Γ ∗)∗ if for each
i ∈ {1, . . . , n} there exists t ∈ R such that (qi, σi, γ, φ, qi+1, γ̂, λ) ∈ δ, νi � φ,
νi+1 = νi ↓ λ+t, and there is some γ′ ∈ Γ ∗ such that γi = γ′ ·γ and γi+1 = γ′ · γ̂.
A run ρ = (q1, ν1, γ1) . . . (qn+1, νn+1, γn+1) of a TPDA M is initialized if q1 ∈ S,
ν1(c) = 0 for all c ∈ C, and γ1 = ε. The run ρ is accepting if qn+1 ∈ F . A timed
word (σ, τ) of length n is accepted by a TVPA M if there exists a run of M
on (σ, τ) that is initialized and accepting. The timed language of a TPDA M ,
denoted L(M), is the set of all timed words that are accepted by M . A TPDA
M is called universal if L(M) = (Σ̃ × R)∗, i.e., if it accepts all timed words.

A TPDA M is visibly pushdown (TVPA) if the input alphabet Σ̃ can be
partitioned into three disjoint sets Σ̃ = Σint ∪ Σc ∪ Σr of internal, call, and
return input symbols respectively, and δ ⊆ (Q × Σint × Φ(C) × Q × 2C) ∪ (Q ×
Σc ×Φ(C)×Q×Γ ×2C)∪(Q×Σr ×Γ ×Φ(C)×Q×2C) is the visible pushdown
transition relation. The transitions of a TVPA come in three varieties. Let ν be a
clock valuation. An internal transition (q, a, φ, q′, λ) ∈ δ at clock valuation ν is a
move on the (internal) input symbol a from the state q to q′ such that ν satisfies
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φ and the resulting clock valuation ν′ = ν ↓ λ. A call transition (q, a, φ, q′, γ, λ)
is a move on the (call) input symbol a from q to q′ where ν satisfies φ, the clock
valuation is updated from ν to ν ↓ λ, and γ is pushed on the stack. A return
transition (q, a, γ, φ, q′, λ) is a move on the (return) input symbol a and stack
symbol γ, from q to q′ where φ is satisfied and ν is updated to ν ↓ λ. Given
a timed word (σ, τ) of length n, a run of the TVPA M on (σ, τ) is a sequence
(q1, ν1, γ1), (q2, ν2, γ2), . . . , (qn+1, νn+1, γn+1) ∈ (Q × (C → R) × Γ ∗)∗ if for each
i ∈ {1, . . . , n} there exists t ∈ R such that one of the following holds:

1. (qi, σi, φ, qi+1, λ) ∈ δ, νi � φ, νi+1 = νi ↓ λ + t, and γi+1 = γi

2. (qi, σi, φ, qi+1, γ, λ) ∈ δ, νi � φ, νi+1 = νi ↓ λ + t, and γi+1 = γiγ
3. (qi, σi, γ, φ, qi+1, λ) ∈ δ, νi � φ, νi+1 = νi ↓ λ + t, and γi+1γ = γi

Initialized and accepted runs, languages, and universality for TVPAs are defined
by restriction from TPDAs. A TVPA is a timed automaton if Σc = Σr = ∅.

The universality problem for TPDAs (resp. TVPAs) takes as input a TPDA
(resp. TVPA) M , and returns “yes” if M is universal, and returns “no” otherwise.
Notice that the universality problem for TPDAs is undecidable, even if there is
no clock, i.e., if C = ∅, since the universality of PDAs is undecidable [11].

3 One-Clock Language Inclusion Problem

We now show that the language inclusion problem L(B) ⊆ L(A) where B is a
TPDA and A is a timed automaton with one clock is decidable. This extends
the result of [13]. Our main technical tool is a decidability result for context free
reachability for well-structured transition systems.

3.1 Well-Structured Infinite Pushdown Automata

A quasi-order (or preorder) ≤ over a set A is a reflexive and transitive relation
≤⊆ A × A. A well-quasi-order (wqo) is a quasi-order where for every infinite
sequence a1, a2, a3, . . . from A, there exist i, j ∈ N where i < j and ai ≤ aj . We
say that a dominates a′ if a′ ≤ a.

An infinite pushdown automaton (∞PDA)M is a quintuple M =(Q, Σ, Γ, S, δ)
where Q is an infinite set of states, Σ and Γ are input and tape alphabets, S ⊆ Q
is a finite set of initial states, and δ ⊆ (Q×Σ×Q)∪(Q×Σ×Q×Γ )∪(Q×Σ×Γ×Q)
is a transition relation. We say M is finitely branching if for all q ∈ Q, {(q, σ, q′) ∈
δ | σ ∈ Σ, q′ ∈ Q} ∪ {(q, σ, q′, γ) ∈ δ | σ ∈ Σ, q′ ∈ Q, γ ∈ Γ} ∪ {(q, σ, γ, q′) ∈ δ |
σ ∈ Σ, γ ∈ Γ, q′ ∈ Q} is a finite set. Given a quasi-order ≤⊆ Q × Q we say that
≤ is strictly (downward) compatible with δ if for all p ≤ q:

(i) if (q, σ, q′) ∈ δ for some q′ ∈ Q then there exists p′ ∈ Q such that (p, σ, p′) ∈
δ and p′ ≤ q′;

(ii) if (q, σ, q′, γ) ∈ δ for some q′ ∈ Q and γ ∈ Γ then there exists p′ ∈ Q such
that (p, σ, p′, γ) ∈ δ and p′ ≤ q′; and

(iii) if (q, σ, γ, q′) ∈ δ for some q′ ∈ Q and γ ∈ Γ then there exists p′ ∈ Q such
that (p, σ, γ, p′) ∈ δ and p′ ≤ q′.
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A well-structured infinite pushdown automaton (∞�PDA) M = (Q, Σ, Γ, S, δ, �)
is a finitely branching infinite pushdown automaton where �⊆ Q × Q is a wqo
over the set of states Q that is strictly compatible with δ.

Let M be a well-structured infinite pushdown automaton over states Q, and
let � be a well-quasi-order over Q. Define �-reachability to be the decision
problem of whether or not for a given state q ∈ Q there exists a state q′ ∈ Q
such that q′ � q and q′ is reachable from an initial state of M .

Theorem 1. The �-reachability problem is decidable for well-structured infinite
pushdown automata with decidable �.

Proof. The algorithm �-Reachability shown in Figure 1 computes the set Paths
⊆ S × Q. The set Paths contains pairs of states (s, q) where s is a start state,
and there is some series of transitions from M in which to arrive at q, taking into
account constraints on stack symbols. Thus the pair (s, q) ∈ Paths corresponds
to the existence of a path from s to q. To see that there is a corresponding pair
in Paths for every reachable state, if a state q remains unexplored either Update

subroutine Update(q, p, s)
if �b ∈ Basis.b � q then

Basis := Basis ∪ {q}
if q ∈ Basis and ( p � Paths or s � Summaries ) then

Paths := Paths ∪ p
Summaries := Summaries ∪ s
ToExplore := ToExplore ∪ {q}

algorithm �-Reachability(M = (Q, Σ, Γ, S, δ, �))
let Basis := {q | q ∈ S}

ToExplore := {q | q ∈ S}
Paths := {(q, q) | q ∈ S}
Summaries := ∅

in until ToExplore = ∅ repeat
remove some q from ToExplore
for each q′ ∈ Q and σ ∈ Σ where (q, σ, q′) ∈ δ do

let p = {(q′′, q′) | (q′′, q) ∈ Paths}
s = {(q′′, q′)γ | (q′′, q)γ ∈ Summaries}

in Update(q′, p, s)
for each q′ ∈ Q and σ ∈ Σ and γ ∈ Γ where (q, σ, q′, γ) ∈ δ do

let p = {(q′′, q′) | (q′′, q) ∈ Paths}
s = {(q, q′)γ}

in Update(q′, p, s)
for each q′ ∈ Q and σ ∈ Σ and γ ∈ Γ where (q, σ, γ, q′) ∈ δ do

let p = {(q′′, q′) | ∃q′′′ ∈ Q where
(q′′, q′′′) ∈ Paths and (q′′′, q)γ ∈ Summaries}

s = {�q′′, q′�γ | (q′′, q)γ ∈ Summaries}
in Update(q′, p, s)

Fig. 1. Algorithm to decide �-reachability
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was never invoked with q, or there is some state q′ which is dominated by q, and
q′ is explored. In the latter case, since � is compatible with δ, we can be sure
that for any state p which q could have transitioned to, there will be some state
p′ � p which q′ could transition to. If Update is never invoked with q then either
there is no explored state which made a transition to q, or at some point along
a path to q there is a state which dominates a state that is explored. Thus to
decide whether a given state p ∈ Q is �-reachable in M , it suffices to find a pair
(s, p′) from the finite set Paths such that p′ � p.

To show that the algorithm �-Reachability indeed terminates in a finite num-
ber of steps, consider the following argument. Since � is a wqo, there is no infinite
strictly decreasing sequence q1 � q2 � q3 � . . . from Q, and so any number of
repeated invocations of the subroutine Update can only add a finite number of
states to the set Basis. Because Basis is always a finite set, and only states
from Basis are considered in the sets Paths, Summaries and ToExplore, these
sets are also finite; thus the second phase of the subroutine Update is only in-
voked a finite number of times, and only a finite sequence of states is added
to ToExplore. For each state that is explored there are only a finite number
of successors (by the definition of ∞PDA.) Combined with a finite bound on
the number of states inserted into ToExplore, it is clear that the algorithm
�-Reachability terminates in a finite number of steps.

3.2 Decidability of Language Inclusion

We now show the decidability of language inclusion when the specification is a
timed automaton with one clock and the implementation a TPDA. Our proof
follows that of [13]. The idea is to construct an infinite pushdown automaton
by a product construction between A and B, in which we identify “bad” states
as product states which are accepting in B, and non-accepting in A. Then we
apply Theorem 1 to decide if any bad states are reachable. If some bad state is
reachable, then B accepts some string which A does not, and L(B) � L(A). If
there are no reachable bad states, then we know L(B) ⊆ L(A).

Theorem 2. For a single-clock timed automaton A and timed pushdown au-
tomaton B, L(B) ⊆ L(A) is decidable.

Proof. Given a single-clock timed automaton A=(QA, Σ, SA, FA, CA ={x}, δA),
and a TPDA B = (QB, Σ, Γ, SB, FB, CB , δB), we now define a ∞�PDA P which
is the product automaton of a determinized A and non-deterministic B. We
define the product as P = (Q, Σ, Γ, S, δ, �) where

Q = P(QA × (CA → R)) × QB × (CB → R)
S = P(SA × (CA → {0})) × SB × (CB → {0})
δ = {((qA, qB), σ, (q′A, q′B)) | q′B ∈ δ′B(qB , σ), q′A = δ′A(qA, σ)}

∪ {((qA, qB), σ, (q′A, q′B), γ) | (q′B , γ) ∈ δ′B(qB, σ), q′A = δ′A(qA, σ)}
∪ {((qA, qB), σ, γ, (q′A, q′B)) | q′B ∈ δ′B(qB, σ, γ), q′A = δ′A(qA, σ)}
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and
δ′A(qA, σ) = {(q′, ν′) | (q, ν) ∈ qA, (q, σ, φ, q′, λ) ∈ δA, ν � φ, ν′ = ν ↓ λ}
δ′B((q, ν), σ) = {(q′, ν′) | (q, σ, φ, q′, λ) ∈ δB, ν � φ, ν′ = ν ↓ λ}

∪ {(q′, ν′, γ) | (q, σ, φ, q′, λ, γ) ∈ δB, ν � φ, ν′ = ν ↓ λ}
δ′B((q, ν), σ, γ) = {(q′, ν′) | (q, σ, γ, φ, q′, λ) ∈ δB, ν � φ, ν′ = ν ↓ λ}

are defined for convenience. Note that P is finitely branching since clock valu-
ations are not arbitrarily increased by a transition of A or B; rather they must
either remain constant or be (partially) reset.

As in [13], the wqo � over Q is defined as follows. Without loss of generality we
assume that all numeric values in the clock constraints of A and B are integral.
Define the set of regions Reg = {r0, r

1
0 , r1, r

2
1 , . . . , rK}, where K is the largest

constant appearing in a clock constraint of A and B. For all t ∈ R, let t̄ ∈ [0, 1)
be the fractional part of t (i.e., t̄ = t − �t). Let reg : R → Reg be the function
mapping clock values to regions defined by

reg(t) =

⎧⎨
⎩

rK when t ≥ K
ri when t < K, t̄ = 0 and t = i

ri+1
i when t < K, t̄ �= 0 and i < t < i + 1

.

Let F : Q → P((QA × Reg × [0, 1))∪ (QB × CB × Reg × [0, 1))) be a function
which disassembles the state structure of Q into sets of its constituents:

F ((qA, qB , νB)) = {(η, ν(x)) | (q, ν) ∈ qA, {x} = CA and η = (q, reg(ν(x)))}
∪ {(η, νB(y)) | y ∈ CB and η = (qB, y, reg(νB(y)))}

Now define G to group together tuples with the same clock fraction:

G(q) =
{(⋃

{ρ′ | (ρ′, t) ∈ F (q)}, t
)∣∣∣ (ρ, t) ∈ F (q)

}

and finally let H be defined as

H(q) = ρ1ρ2 . . . ρ|G(q)|,

where (ρi, ti) ∈ G(q) for 1 ≤ i ≤ |G(q)| and ti < ti+1 for 1 ≤ i < |G(q)|.
The codomain of H is the set of finite words on a finite alphabet. By Higman’s
Lemma, this set is well quasi-ordered with respect to the subword ordering �.
We define the quasi-order � as q1 � q2 if and only if H(q1) � H(q2). As shown
in [13], this is a well quasi-ordering on states.

To see that � is strictly compatible with δ consider two states p � q. By
the definition of �, p and q are in the same QA and QB states, and the val-
uations of their corresponding clocks are in the same regions (i.e., they satisfy
the same clock constraints.) Thus any transition that is enabled out of q has a
corresponding transition enabled out of p.

Define Bad = P((QA \ FA) × (CA → R)) × FB × (CB → R) to be the
set of “bad” states of P . Since P is a ∞�PDA with decidable �, Theorem 1
states that �-reachability is decidable on P . Let Paths be computed from
�-Reachability(P ). Now the language containment question L(B) ⊆ L(A) is
reduced to finding a state from the finite set {q | (s, q) ∈ Paths} which also
belongs to Bad, and is thus decidable.
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4 Universality of Timed Visibly Pushdown Automata

We now prove a negative result that shows that the specification formalism can-
not be extended from finite state one-clock timed automata to one-clock TVPA.
The universality problem for (untimed) visibly pushdown automata is decid-
able [6]. On the other hand, the universality problem for timed automata with
two clocks is undecidable, and (from [13]) the universality problem for timed
automata with one clock is decidable. We now show that the universality prob-
lem for TVPAs with one clock is undecidable, thus completing the decidability
picture.

The proof is by a reduction from the halting problem for two counter ma-
chines. A two counter machine is a tuple M = (I, C, D) where I : N →
({C, D} × N × N)∪ ({Inc, Dec} × {C, D}) and the domain of I is finite. That is,
M has a finite set of instructions I and counters C and D and at each instruc-
tion M can either increment or decrement one counter and proceed to the next
instruction, or conditionally jump to another instruction upon a given counter
having the value 0. For example the instruction (3, (C, 5, 7)) ∈ I means that the
instruction at location 3 is a jump to location 5 if the value of C is 0, and is
otherwise a jump to location 7. The instruction (5, (Dec, D)) ∈ I means that at
location 5 the value of counter D is decremented before advancing to location 6.

A configuration of M is represented by the triple (l, c, d) ∈ N× N× N where l
is a location and c, d ≥ 0 are the values of counters C and D. The unique initial
configuration is the triple (1, 0, 0). The set of final configurations is {(2, c, d) |
c, d ∈ N}. A run of the two-counter machine M = (I, C, D) is a sequence of
configurations (l1, c1, d1)(l2, c2, d2) . . . (ln, cn, dn) ∈ (N × N × N)∗ where for each
i ∈ {1, 2, . . . , n − 1}, we have

(li+1, ci+1, di+1) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(li + 1, ci + 1, di) when I(li) = (Inc, C)
(li + 1, ci − 1, di) when I(li) = (Dec, C)
(li + 1, ci, di + 1) when I(li) = (Inc, D)
(li + 1, ci, di − 1) when I(li) = (Dec, D)
(b1, ci, di) when I(li) = (C, b1, b2) and ci = 0
(b2, ci, di) when I(li) = (C, b1, b2) and ci �= 0
(b1, ci, di) when I(li) = (D, b1, b2) and di = 0
(b2, ci, di) when I(li) = (D, b1, b2) and di �= 0

.

A run α1 . . . αn of M is accepting if α1 an initial configuration and αn is a final
configuration.

Theorem 3. Universality of single clock TVPA’s is undecidable.

Proof. We reduce from the accepting problem for two counter machines. For a
two-counter machine M = (I, C, D), fix Σint = {hi | i ∈ dom(I)}, Σc = {fc, gc},
Σr = {fr, gr} and Σ̃ = Σint ∪ Σc ∪ Σr. Given a two-counter machine M , we
build a TVPA N that accepts any string in w ∈ (Σ̃ × R)∗ such that w does
not represent an accepting run of M . The problem of finding the existence of an
accepting run of M is then reduced to verifying that N is not universal (i.e., if
the language of N is the universe, then M has no accepting run).
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We represent each configuration (i, j, k) of the two-counter machine M by a
timed word Π(i, j, k) = (hif

j
r gk

r gk
c f j

c , τ) where τ1 ∈ N, and τ1 ≤ τj+1 < (τ1 + 1
4 )

< τj+2 ≤ τj+k+1 < (τ1 + 1
2 ) < τj+k+2 ≤ τj+2k+1 < (τ1 + 3

4 ) < τj+2k+2 ≤
τ2j+2k+1 < (τ1 + 1). In addition we require that for every gr there is a gc that
follows at exactly 1

4 time units, and for every fr there is a fc that follows at
exactly 3

4 time units. A sequence of configurations β1β2 . . . βn is represented as
the concatenation of timed words Π(β1)Π(β2) . . . Π(βn) where for each 1 ≤ i <
n we have βi = (αi, τ i), τ i+1

1 = τ i
1 + 1, and τ1

1 = 1.
We will build N to be a disjunction of several smaller TVPA’s which each try

to find a particular reason why the input string is not an accepting run of M .
The input alphabet of N is Σ̃, the stack alphabet is Γ = {C, D, X, Y }, and there
is one clock x. The state and transition structure is taken as the disjunction of
the smaller automata that we now describe.

One possibility is that the input string does not represent some sequence of
configurations. The regular automaton N¬format accepts strings that are not
matched by the regular expression Rformat = ((h1 ∪ h2 ∪ . . . hm)f∗r g∗rg∗cf∗c )∗,
where m = |dom(I)|.

Another possibility is that at least one timing constraint is broken in the input
string. The single-clock automaton N¬schedule accepts any string in which either
the first symbol does not occur at time 1, or there exist hi, hj ∈ Σint from succes-
sive configurations where hi does not occur exactly one time unit before hj , or any
of the symbols fr, gr, fc, gc don’t fit into the intervals (τ +0, τ + 1

4 ), (τ + 1
4 , τ + 1

2 ),
(τ + 3

4 , τ + 1), and (τ + 1
2 , τ + 3

4 ) respectively, where τ is the time of the nearest
preceding hi. The single-clock automaton N¬schedule is shown in Figure 2.

The regular automaton N¬init accepts strings that start with a configuration
which is not initial. Since an initial configuration has location 1 and both counter
values of 0, the regular expression Rinit = h1 (h1 ∪ h2 ∪ . . . ∪ hm) (h1 ∪ h2 ∪
. . . ∪ hm ∪ fc ∪ fr ∪ gc ∪ gr)∗ matches all strings that represent correct initial
configurations, where m = |dom(I)|.

The regular automaton N¬final accepts strings that end with a configuration
that is not final. Since a final configuration has location 2, the regular expression

h1, . . . , hm, (x �= 1)?

h1, . . . , hm, fc, fr, gc, gr

h1, . . . , hm, (x �= 1)?

h1, . . . , hm, (x = 1)?, x := 0

h1, . . . , hm, (x = 1)?, x := 0
fc, (

3

4
< x < 1)?

gc, (
1

2
< x < 3

4
)?

gr, (
1

4
< x < 1

2
)?

fr, (0 < x < 1

4
)?

Fig. 2. The one-counter automaton N¬schedule recognizes strings that are not properly
timed configuration sequences
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Rfinal = (h1 ∪ h2 ∪ . . . ∪ hm ∪ fc ∪ fr ∪ gc ∪ gr)∗ h2 (fc ∪ fr ∪ gc ∪ gr)∗ matches
all strings that represent correct final configurations, where m = |dom(I)|.

In our textual representation of a configuration there should be a fc fol-
lowing each fr by 3

4 time units, a fr
3
4 time units before each fc, and gr if

and only if there is a gc following at 1
4 time units. The single-clock automata

N¬fr→fc , N¬fr←fc , N¬gr→gc and N¬gr←gc accept strings with unpaired fr’s and
fc’s (or gr’s and gc’s) within a configuration. As an example N¬fr→fc is shown in
Figure 3.

The automata that have been described so far accept when there is some
problem with the format of a particular configuration representation, and ac-
cept timed (or untimed) regular languages. The remaining automata will accept
when there is a particular problem with a sequence of two configurations and
will use the pushdown stack of a visibly pushdown automaton.

For each instruction/location we will use several automata to recognize an in-
valid sequence. For each instruction i that is not a branch instruction, the regular
automaton N i¬step accepts when the following instruction in the configuration
sequence is not i + 1 (e.g., represented by hi+1). For each instruction i which
increments counter C, the automata N i

¬c↑ and N i
c↑∧¬d= accept when counter C

is not incremented, or C is incremented and D does not remain the same. These
automata function by using the pushdown stack to remember how many gc’s and
fc’s appear before the fr’s and gr’s of the following configuration. Note that the
pushdown stack can only compare the counters of successive configurations, since

h1, . . . , hm, fc, fr, gc, gr

fr, x := 0

h1, . . . , hm, fc, fr, gc, grfc, fr, gc, gr, (x < 3

4
)?

h1, . . . , hm, fc, fr, gc, gr, (x > 3

4
)?

Fig. 3. The single-clock automaton N¬fr→fc recognizes strings in which some config-
uration has a symbol fr without a matching symbol fc following at 3

4 time units

fr,⊥

fr, D

fr, Xfr, X

fr,⊥

fr, D

fc/C, gc/D

fr/∗, gr/∗

fc/X, gc/X

fr/∗, gr/∗

h1, . . . , hm

fc/X, gc/X

gr/∗

h1, . . . , hm

fc/X, gc/X

fr/∗, gr/∗

h1, . . . , hm

hi hi + 1

fr/C

Fig. 4. The visibly pushdown automaton N i
¬c↑ recognizes strings in which a configu-

ration invoking instruction (Inc, C) is followed by a configuration where the C counter
is not properly incremented
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symbols can only be pushed on the stack when fc or gc are read, and can only be
popped from the stack when fr or gr are read. Figure 4 depicts this functionality.

The remaining N i
c↑∧¬d=, N i

¬c↓, N i
c↓∧¬d=, N i¬c=, N i

c=∧¬d↑, N i
c=∧¬d↓, and

N i
c=∧¬d= automata all function in a similar manner, by counting between con-

figurations using the pushdown stack.
The automata N i

c=0∧¬goto−l1
and N i

c �=0∧¬goto−l2
require no clock or stack, and

simply recognize when the configuration following a branch has a location that
does not match with the branch location.

As mentioned earlier, N is simply the disjunction of each of the machines
mentioned above. Since each automaton uses at most one clock, and are either
regular or visibly pushdown, the resulting disjunction N is a single-clock visibly
pushdown automaton. By construction N accepts any string that either doesn’t
encode a sequence of configurations of M , or encodes a sequence of configura-
tions that is not an initialized and accepting run of M . Thus by reduction, the
universality problem for N decides membership for M .

As a corollary, the language inclusion problem L(A) ⊆ L(B) where B is a timed
visibly-pushdown automaton with at least one clock is undecidable. What can
we say if the specification automaton B has no clocks (i.e., is an untimed visibly
pushdown automaton)? If A is a TVPA, then the language inclusion problem
is decidable using the closure properties of visibly pushdown automata (i.e., we
can reduce the problem to the emptiness question L(A∩¬B) = ∅, and A∩¬B is
again a TVPA). On the other hand, if A is a PDA, then the problem is already
undecidable from the untimed case.

5 Conclusions

We have sharpened the frontier for decidability of timed language inclusion.
On the one hand, we show that the language problem remains decidable if the
implementation is strengthened to be a TPDA and the specification is a timed
automaton with at most one clock. On the other hand, if we strengthen the
specification to TVPA with one clock, the problem becomes undecidable.
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